STOR 455 - Class Coding categorial variables

library(readr)  
library(leaps)  
  
Pulse <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/Pulse.csv")  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
  
head(Pulse)

## # A tibble: 6 x 7  
## Active Rest Smoke Sex Exercise Hgt Wgt  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 97 78 0 1 1 63 119  
## 2 82 68 1 0 3 70 225  
## 3 88 62 0 0 3 72 175  
## 4 106 74 0 0 3 72 170  
## 5 78 63 0 1 3 67 125  
## 6 109 65 0 0 3 74 188

**Nested F-test** 𝐴𝑐𝑡𝑖𝑣𝑒 =𝛽\_0+𝛽1𝑅𝑒𝑠𝑡+\_2 𝑆𝑒𝑥+ 3𝑅𝑒𝑠𝑡𝑆𝑒𝑥 +𝜀 H0: β2=β3=0 Ha: Some βi≠0

Compare mean square for the “extra” variability to the mean square error for the full model.

anova(modelP\_Reduced, modelPint) Analysis of Variance Table

Model 1: Active ~ Rest Model 2: Active ~ Rest + Sex + Rest \* Sex Res.Df RSS Df Sum of Sq F Pr(>F) 1 373 75050  
2 371 74538 2 512.14 1.2746 0.2808

**More than Two Categories** Example: (Active pulse)

* Exercise: – 1 = Slight – 2 = Moderate – 3 = Lots

-Try a model to predict Y=Active pulse rates using X=Exercise. How should the coefficients be interpreted?

\_Predicting Active with Exercise\_\_

modelEX = lm(Active ~ Exercise, data=Pulse) # Predict active heart rate by exercise rate   
summary(modelEX)

##   
## Call:  
## lm(formula = Active ~ Exercise, data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -38.613 -12.879 -1.613 9.121 60.754   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 105.979 2.878 36.829 < 2e-16 \*\*\*  
## Exercise -8.367 1.224 -6.834 3.37e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 17.28 on 373 degrees of freedom  
## Multiple R-squared: 0.1113, Adjusted R-squared: 0.1089   
## F-statistic: 46.71 on 1 and 373 DF, p-value: 3.372e-11

plot(Active ~ Exercise, data=Pulse)  
abline(modelEX)

![](data:image/png;base64,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)

# We are saying there is some change between exervise levels   
# Does exercising a moderate and a lot amount have the same impact as exercising a small and mdoerate amount?   
# We are summing that you exercising changes is constant regardless of group

* 105 = exercise rate of 0, but we don thave one
* exercise 1 = whatever the intercept is plus the slope because we are just going over on eunit and intercept is negative; r=poreict would be 105-8.37 = 89 prediction show the same distance bteween groups We dont want to make that asusmption here

Tkae more care with things that are not binary; we need to foroce varibales to be binary

**Active Pulse vs. Exercise Categories**

tapply(Pulse$Active, Pulse$Exercise, mean)

## 1 2 3   
## 96.24242 90.41290 80.29221

# Slpit groups by exercise levels   
# WE want to know what the average is for each thing   
#Is the “slope” from 1 to 2 the same as from 2 to 3?  
#Note: Using Exercise as a quantitative predictor forces the “slopes” to be the same.  
  
# The oringial model is telling me that there is no change between the mean heart rates based on exercise level; this is telling me that there is a change.  
# WE dont know if it's a significant change or not yet.   
  
#It's ordnal, the exercise levels

\_-Dummy Indicators for Multiple Categories\_\_ For a categorical predictor with k levels, we use k-1 dummy indicators. - X1 = 1 if group #1, 0 if otherwise - Xk-1 = 1 if graph is k-1, 0 if otherwise

*Below: R Trick: (To create indicator variables)* What happens to Group #k?

*Predicting Active Using Slight and Moderate Exercise Indicators* Call: lm(formula = Active ~ Slight + Moderate, data = Pulse)

Coefficients: Estimate Std. Error t value Pr(>|t|)  
(Intercept) 80.292 1.392 57.670 < 2e-16 Slight 15.950 2.542 6.275 9.74e-10  
Moderate 10.121 1.966 5.148 4.27e-07

Multiple R-squared: 0.1144, Adjusted R-squared: 0.1096 F-statistic: 24.02 on 2 and 372 DF, p-value: 1.541e-10

Pulse$Moderate=(Pulse$Exercise==2)\*1 # Be careful! this is 2!  
# This says that if it is 2, it will be true  
Pulse$Slight=(Pulse$Exercise==1)\*1  
# this says if it is 1, then it will be true  
  
# Multiplying it by 1 will treat the trues and falses as 1 and 0   
# We only need to do this for all but 1, because if all false, then it's whwatever is left over  
  
modelEX2 = lm(Active ~ Slight + Moderate, data = Pulse)  
summary(modelEX2)

##   
## Call:  
## lm(formula = Active ~ Slight + Moderate, data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -37.242 -12.413 -1.292 8.647 59.708   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 80.292 1.392 57.670 < 2e-16 \*\*\*  
## Slight 15.950 2.542 6.275 9.74e-10 \*\*\*  
## Moderate 10.121 1.966 5.148 4.27e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 17.28 on 372 degrees of freedom  
## Multiple R-squared: 0.1144, Adjusted R-squared: 0.1096   
## F-statistic: 24.02 on 2 and 372 DF, p-value: 1.541e-10

#small pvalue; so we do have some evi that at least one of the coef are not zero   
# other predictors look good   
# The rsquared, only 11% is explained, so it's not that its not explaining, buyt alone it's probably not best by itself   
  
# Look at thow th emodel is set up, we dont see exercise a lot   
# The intercept = those who exercise a lot   
# For those who exercise a lot, we predict their active heart rate is 80.29  
# IF you look a th em eanthe mean value = the same active heart rate   
# People who exercise a slight aount; then slight would be 1 and moderate would be zero ; then we would get intercept of 96 for slight   
# Doing it this way, we dont have to assume that the change is consistent among the levels of our categorical variables   
  
# WE dont need an extra variable, and if we include it, then we will probably get NA values

**Handling Categorical Predictors in R** - If a predictor in lm( ) has “text” values, R will automatically create indicators for all but one category. - Using factor( )around a quantitative predictor in lm( )creates the indicators. - If you let R decide, then R will decide which one to elave out and you might not know which one it stalking about - R Treats categorical varibales this way - If the categories were Slight, mdoerate and high, then R would factor it right - IF we want to use a numeric value as a category, then use factors

modelEX3=lm(Active~factor(Exercise),data=Pulse)  
summary(modelEX3)

##   
## Call:  
## lm(formula = Active ~ factor(Exercise), data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -37.242 -12.413 -1.292 8.647 59.708   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 96.242 2.127 45.253 < 2e-16 \*\*\*  
## factor(Exercise)2 -5.830 2.539 -2.296 0.0223 \*   
## factor(Exercise)3 -15.950 2.542 -6.275 9.74e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 17.28 on 372 degrees of freedom  
## Multiple R-squared: 0.1144, Adjusted R-squared: 0.1096   
## F-statistic: 24.02 on 2 and 372 DF, p-value: 1.541e-10

# Looks a little differen than before, because we have a different reference category   
# IT chose to leave out the people who exercise a slight amount   
# Intercept = slight amount average   
# Intercept + Eecise 2 = moderate maount   
# 96-15 = high amount   
  
# No reason we can't include more, so look below for more inclusions

**Multiple Categories in Regression** - With indicator variables for categories we can include quantitative and categorical predictors in the same model

modelEX4=lm(Active~Rest+factor(Exercise),data=Pulse)  
summary(modelEX4)

##   
## Call:  
## lm(formula = Active ~ Rest + factor(Exercise), data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -32.653 -9.206 -2.629 7.231 65.073   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 9.25869 6.70517 1.381 0.168   
## Rest 1.15698 0.08611 13.436 <2e-16 \*\*\*  
## factor(Exercise)2 1.62128 2.15805 0.751 0.453   
## factor(Exercise)3 -0.51883 2.38266 -0.218 0.828   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.19 on 371 degrees of freedom  
## Multiple R-squared: 0.4043, Adjusted R-squared: 0.3995   
## F-statistic: 83.92 on 3 and 371 DF, p-value: < 2.2e-16

# We looked at the lines f coef table for exericse; maybe not useful due to pvalue   
# Need to do to nested test value because if one is small pvalue adn the other is big we dont want to use one level fothe categorical varible we want one or all   
# Unless we look at if exercise a lot has effect on heart rate; we just want to know if you exercise a lot or you dont; then just look at one category   
# IN general we wnast ot keep all of the categories   
  
# Could do a nested test to see if exercise is s auseful predictor in the odel   
mod = lm(Active~Rest, data=Pulse)  
anova(mod, modelEX4)

## Analysis of Variance Table  
##   
## Model 1: Active ~ Rest  
## Model 2: Active ~ Rest + factor(Exercise)  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 373 75050   
## 2 371 74699 2 350.9 0.8714 0.4192

# Careful here not comparing two predictors to one; its compare with 3 to 1   
# Cator excerise will give 3 var because it has 3 levels   
# Test will do is do a test is the coef of exercise factor 2 = to 0 and the coef of exercise factor 3 = 0 vs the alternative that at least one of them is nonzero?  
# We get a big pvalue; we dont have evidence that adding the exercise terms are improving the model   
# They are not a sig improvement   
  
# We then run into the same issue with binary cate variables that there is some relation between teh resting and active heart rate, but does that change for those who exercise a slight moderate and a lot?   
# Maybe the resting is not so different, but the active heart rates might be differnt?   
  
# THis model is assuming there is a same splot and same realtionship bt active and rest for all exercise levels   
# We are just changing the intercept

**Multiple Categories in Regression with Interactions** - With indicator variables for categories we can include quantitative, categorical, and interaction predictors in the same model

modelEX4int=lm(Active~Rest+factor(Exercise)+Rest\*factor(Exercise),data=Pulse)  
# Adds the interaction term   
# THis will add ac ouple of terms in here, but ti will tell you if the itneraction ebtween things is sig or not   
  
summary(modelEX4int)

##   
## Call:  
## lm(formula = Active ~ Rest + factor(Exercise) + Rest \* factor(Exercise),   
## data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -32.420 -9.609 -2.467 7.008 64.374   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -7.5850 13.1326 -0.578 0.5639   
## Rest 1.3810 0.1731 7.977 1.91e-14 \*\*\*  
## factor(Exercise)2 28.6009 16.4065 1.743 0.0821 .   
## factor(Exercise)3 16.5284 15.7150 1.052 0.2936   
## Rest:factor(Exercise)2 -0.3715 0.2240 -1.659 0.0980 .   
## Rest:factor(Exercise)3 -0.2273 0.2216 -1.026 0.3056   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.18 on 369 degrees of freedom  
## Multiple R-squared: 0.4087, Adjusted R-squared: 0.4007   
## F-statistic: 51.01 on 5 and 369 DF, p-value: < 2.2e-16

anova(lm(Active~Rest, data=Pulse), modelEX4int)

## Analysis of Variance Table  
##   
## Model 1: Active ~ Rest  
## Model 2: Active ~ Rest + factor(Exercise) + Rest \* factor(Exercise)  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 373 75050   
## 2 369 74146 4 903.87 1.1246 0.3446

# A line can show the differnce btw active and resting heart rate   
# Exercise elvel 1 which is the level not including this model, we have an intercept of -7.58 and a slope of 1.38 - that st he realtionship   
# For exercise level two , there would be 2 adj to the mopdel; the intercept is going to be the value for our intercept +28, because the intercept is going to change a bit and our resting relationship is going to be the 1.38 slope - .37  
# These are our adjustments   
# Looks like a drastic change   
# factor exercise 3, people who exercise a lto - the intercept will change by this amount and the slope will change by the .22; these are pretty differen tlines   
# If we plotted them we would see there is a big difference   
# We could do some tests to see if they are sid dif.

**Model Selection with Categorical and Interaction Predictors** - Use each of the four model selection methods discussed in class (AllSubsets, Backwards, Forwards, and Stepwise) and compare the processes and outcomes for the predictor pool: Rest, Exercise, Hgt, Wgt, Rest & Exercise, Hgt & Exercise, and Wgt & Exercise - They dont all treat them in teh same way

**All subsets**

library(leaps)  
all = regsubsets(Active~   
 Rest+  
 factor(Exercise)+  
 Rest\*factor(Exercise)+  
 Hgt\*factor(Exercise)+  
 Wgt\*factor(Exercise),   
 data = Pulse, nvmax = 11)  
  
ShowSubsets(all)

## Rest factor(Exercise)2 factor(Exercise)3 Hgt Wgt  
## 1 ( 1 ) \*   
## 2 ( 1 ) \* \*   
## 3 ( 1 ) \* \* \*  
## 4 ( 1 ) \* \* \* \*  
## 5 ( 1 ) \* \* \* \*  
## 6 ( 1 ) \* \* \* \*  
## 7 ( 1 ) \* \* \* \* \*  
## 8 ( 1 ) \* \* \* \*  
## 9 ( 1 ) \* \* \* \*  
## 10 ( 1 ) \* \* \* \*  
## 11 ( 1 ) \* \* \* \* \*  
## Rest:factor(Exercise)2 Rest:factor(Exercise)3 factor(Exercise)2:Hgt  
## 1 ( 1 )   
## 2 ( 1 )   
## 3 ( 1 )   
## 4 ( 1 )   
## 5 ( 1 )   
## 6 ( 1 ) \*  
## 7 ( 1 ) \*   
## 8 ( 1 ) \* \*  
## 9 ( 1 ) \* \* \*  
## 10 ( 1 ) \* \* \*  
## 11 ( 1 ) \* \* \*  
## factor(Exercise)3:Hgt factor(Exercise)2:Wgt factor(Exercise)3:Wgt  
## 1 ( 1 )   
## 2 ( 1 )   
## 3 ( 1 )   
## 4 ( 1 )   
## 5 ( 1 ) \*   
## 6 ( 1 ) \*   
## 7 ( 1 ) \*   
## 8 ( 1 ) \* \*   
## 9 ( 1 ) \* \*   
## 10 ( 1 ) \* \* \*  
## 11 ( 1 ) \* \* \*  
## Rsq adjRsq Cp  
## 1 ( 1 ) 40.15 39.99 14.57  
## 2 ( 1 ) 40.43 40.11 14.77  
## 3 ( 1 ) 41.70 41.23 8.57  
## 4 ( 1 ) 42.01 41.38 8.58  
## 5 ( 1 ) 42.84 42.07 5.20  
## 6 ( 1 ) 43.02 42.09 6.04  
## 7 ( 1 ) 43.29 42.20 6.35  
## 8 ( 1 ) 43.52 42.28 6.87  
## 9 ( 1 ) 43.58 42.19 8.45  
## 10 ( 1 ) 43.65 42.10 10.03  
## 11 ( 1 ) 43.65 41.94 12.00

# Scroll, over to see where the lowest mallow cp is   
  
ShowSubsets(all)[5,] # Best mallow Cp

## Rest factor(Exercise)2 factor(Exercise)3 Hgt Wgt  
## 5 ( 1 ) \* \* \* \*  
## Rest:factor(Exercise)2 Rest:factor(Exercise)3 factor(Exercise)2:Hgt  
## 5 ( 1 )   
## factor(Exercise)3:Hgt factor(Exercise)2:Wgt factor(Exercise)3:Wgt  
## 5 ( 1 ) \*   
## Rsq adjRsq Cp  
## 5 ( 1 ) 42.84 42.07 5.2

# This is not idea because it isnt taking all levels of the varibaile; it might include an interaction term, but i t might not include the indivudal values; which is bad

Full = lm(Active~Rest+Hgt+Wgt+Wgt\*factor(Exercise)+Rest\*factor(Exercise)+ Hgt\*factor(Exercise), data = Pulse)  
# Fullmodel with all predictors we want   
  
none = lm(Active~1, data = Pulse)  
# Model with non   
  
MSE = (summary(Full)$sigma)^2  
# Pull out MSE  
  
# Sets up the process

**Backwards Selection**

step(Full, sclae=MSE)

## Start: AIC=1988.5  
## Active ~ Rest + Hgt + Wgt + Wgt \* factor(Exercise) + Rest \* factor(Exercise) +   
## Hgt \* factor(Exercise)  
##   
## Df Sum of Sq RSS AIC  
## - Wgt:factor(Exercise) 2 368.83 71026 1986.5  
## - Rest:factor(Exercise) 2 388.85 71046 1986.6  
## - Hgt:factor(Exercise) 2 600.51 71258 1987.7  
## <none> 70657 1988.5  
##   
## Step: AIC=1986.45  
## Active ~ Rest + Hgt + Wgt + factor(Exercise) + Rest:factor(Exercise) +   
## Hgt:factor(Exercise)  
##   
## Df Sum of Sq RSS AIC  
## - Rest:factor(Exercise) 2 414.99 71441 1984.6  
## <none> 71026 1986.5  
## - Hgt:factor(Exercise) 2 1233.28 72259 1988.9  
## - Wgt 1 1606.43 72632 1992.8  
##   
## Step: AIC=1984.64  
## Active ~ Rest + Hgt + Wgt + factor(Exercise) + Hgt:factor(Exercise)  
##   
## Df Sum of Sq RSS AIC  
## <none> 71441 1984.6  
## - Hgt:factor(Exercise) 2 1270 72711 1987.2  
## - Wgt 1 1683 73123 1991.4  
## - Rest 1 34858 106298 2131.7

##   
## Call:  
## lm(formula = Active ~ Rest + Hgt + Wgt + factor(Exercise) + Hgt:factor(Exercise),   
## data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest Hgt   
## 84.97301 1.13968 -1.33728   
## Wgt factor(Exercise)2 factor(Exercise)3   
## 0.10212 -4.19657 -70.52397   
## Hgt:factor(Exercise)2 Hgt:factor(Exercise)3   
## 0.09612 1.02785

# Not saying we could take out hgiehg, says we would haev to remove the interaction term as well   
# Removing weight is possible because th te interaction is gone   
# Takes itno account the restrictions for the model

**forward Method**

step(none, scope=list(upper = Full), sclae = MSE, direction = "forward")

## Start: AIC=2181.6  
## Active ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + Rest 1 50342 75050 1991.1  
## + factor(Exercise) 2 14342 111050 2140.1  
## + Hgt 1 3238 122154 2173.8  
## <none> 125392 2181.6  
## + Wgt 1 397 124995 2182.4  
##   
## Step: AIC=1991.12  
## Active ~ Rest  
##   
## Df Sum of Sq RSS AIC  
## <none> 75050 1991.1  
## + Hgt 1 350.00 74700 1991.4  
## + Wgt 1 148.18 74902 1992.4  
## + factor(Exercise) 2 350.90 74699 1993.4

##   
## Call:  
## lm(formula = Active ~ Rest, data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest   
## 8.153 1.180

# starts with none, puts in rest, adn doesnt igve option to add interactions  
# Can only add interaciton if the two thigns were in it   
# Tells you to use just rest

**Stepwise**

step(none, scope = list(upper=Full), scale=MSE)

## Start: AIC=271.2  
## Active ~ 1  
##   
## Df Sum of Sq RSS Cp  
## + Rest 1 50342 75050 14.568  
## + factor(Exercise) 2 14342 111050 201.516  
## + Hgt 1 3238 122154 256.563  
## + Wgt 1 397 124995 271.162  
## <none> 125392 271.200  
##   
## Step: AIC=14.57  
## Active ~ Rest  
##   
## Df Sum of Sq RSS Cp  
## <none> 75050 14.568  
## + Hgt 1 350 74700 14.770  
## + Wgt 1 148 74902 15.806  
## + factor(Exercise) 2 351 74699 16.765  
## - Rest 1 50342 125392 271.200

##   
## Call:  
## lm(formula = Active ~ Rest, data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest   
## 8.153 1.180

# Tells you about the same thing, with only rest   
# Stepwise and forward are very different based on what they do   
  
# Backwards eleminiation goes backwards, least compuational, but you might have a bigger model thatn you need   
# Forward start with nothign and risk a too small method   
# Stepwise is noramlly between, but in this case it was like forward   
  
# We like thes other methods becuase they treat the intearciton terms differently.  
  
#I would say if there are a lot of interaction terms, then you should probably use backwards selection